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Abstract. In this transdisciplinary paper we discuss the question whether trust in 

human-robot-interaction (HRI) can be gained by gamification. Therefore, the 
concept of credibility will be introduced. A specific focus is on the question 

concerning the implementation of ethical rules in robotic safety systems. With a 

focus on Wittgenstein as a philosopher of technology we argue that in many fields 
of application cultural issues play a crucial role that cannot be controlled in a top-

down approach. Instead, we follow a process-oriented bottom-up understanding of 

trust which pays attention to different social situations of normative practices. In 
order to combine our transdisciplinary philosophical and engineering points of 

view, a model for “gamifying trust” including ethical reflection (Figure 1.) as well 

as a short sketch of a possible technical implementation are presented. 
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[1] Introduction 

The topic of trust in technologies receives a growing interest and is intensively 

discussed with a specific focus on human-robot-interaction (HRI) [1] [2] [3] [4] [5] [6] 

[7]. Another context of the debate relates to EU frameworks of robotics implementation 

in societies. On a regulatory level, steps towards a standardization of normative 

treatment of robotics have been presented for instance in the Ethics Guidelines for 

Trustworthy AI – released in April 2019.2 A certain interest of the European 

Commission is expressed with respect to the networking of certain groups of interests 

and stakeholders including policy makers, companies, universities, public media, the 

health care sector etc. Transdisciplinary communication strategies are supposed to be 

extended and applied in order to gain and regulate the uptake of robotics in a 

sustainable and responsible way. This paper is the result of the multifaceted ethical 

debates within one of these regulatory activities. Following the idea of transdisciplinary 

stakeholder connection, it combines some outputs of the EU INBOTS3 project with 

research activities of the Austrian FFG project CredRoS4. We are following a 
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transdisciplinary approach since philosophy of technology (University of Vienna) is 

linked to robotics engineering (JOANNEUM Robotics, Klagenfurt). The approach 

present here remains tentative since it´s a snapshot of ongoing research, geographically 

focused on Austria and limited to two disciplinary perspectives. Of course, the 

inclusion of other academic areas like social sciences or psychology might enhance our 

approach in future work. This could also include a combination with other recent 

activities like a 2020 presented Taxonomy of Trust-Relevant Failures and Mitigation 

Strategies [7] and others. 

Transdisciplinary investigations with a specific focus on HRI stand in the focus of 

Robophilosophy investigations [8] [9]. Research in the field gained a certain interest in 

process-oriented social ontologies and a relational understanding of diverse modes of 

co-working [10] [11] [12] [13]. In this context we situate our analysis of trust in 

technology. Therefore, the overarching question, “What is trust in robots/robotics?” 

receives a more concrete focus: What would a model for the description and ethically 

reflected processing of trust in robots look like? Following the approaches of a 

processual and relational ontology we argue that trust in technology is a strongly 

culturally embedded process – not a passive mental state that can only be naturalized 

from an external observer’s perspective. It depends on social interaction and the 

successful repetition of actions. What we want to show is that trustworthy HRI cannot 

be planned top-down. Instead it heavily depends on bottom-up processes. However, 

there remains a certain influence of top-down operations in processes of trust by which 

also ethical assessment is supposed to be implemented. In order to analyze the dynamic 

interrelations between bottom-up and top-down processes, we present an epistemic 

model of trust and trustworthiness from a transdisciplinary point of view (Figure 1.): 

First, we follow the common differentiation between trust and trustworthiness. 

Trust relates to a personal, individual moral perspective that is socially embedded 

(more “subjective”) whereas trustworthiness is a matter of the institutional, reflexive-

ethical point of view (more “objective”). An analog difference is that between 

acceptance and acceptability [14].  

Second, we differentiate two kinds of perspectives. The perspective of action 

(POA) which is linked to individual experience of the performance – commonly known 

as first-person-perspective/experience (1PP) in the philosophy of mind. In contrast, the 

perspective of description (POD) relates to a more objective point of view from the 

outside – commonly known as third-person-perspective/experience (3PP). Both 

perspectives receive a methodical significance in order to gain a more detailed 

understanding of processes of trust [15]. 

Third, related to the differentiation of trust and trustworthiness, the POA means in 

the case of trust the concrete morally significant habits of a person depending on the 

social embedding; in the case of trustworthiness the POA means the personal ethically 

relevant value judgment depending on normative rules. POD, the perspective of 

description, relates in the case of trust to a descriptive operation in the sense of matter 

of fact – in philosophical terms: descriptive ethics (Genese); when it comes to 

trustworthiness, the POD stands for normative ethics (Geltung), the matter of ought. 

Trust is the object of descriptive ethics because it´s about the factual values that shape 

human habits in real life. Trustworthiness, in contrast, is the object of normative ethics 

since it´s about the ought, that is, about what we should trust for rational reasons. With 

this we follow the classical philosophical difference between Genese and Geltung. For 

ethical assessment the very important differentiation between matter of fact (Genese, 

descriptive ethics) and matter of ought (Geltung, normative ethics) is implemented as 



well [16] [17] [18]. Steps one, two and three belong to the genuine philosophical 

disciplinary contribution.5 

Fourth, we introduce the concept of credibility as an engineering category for the 

application of trustworthiness. It relates to ethically relevant empirical criteria, but it´s 

not an ethical normative principle as such (!). Credibility depends on ethically reflected 

normative frameworks and serves as a gradual step for the implementation of 

trustworthiness in social processes of trust. The aim is not to technocratically control, 

but to set conditions for the pragmatically approved repetition of successful HRI. With 

this we follow a pragmatic truth criterion [20]. Therefore, credibility (engineering 

perspective) such as ethics (philosophical perspective) are processes themselves, 

implemented into a permanent feedback loop within the processes of trust. 

Fifth, the aim of our model is to suggest a possible concrete way for the processing 

of trust in HRI in concrete culturally embedded situations with a focus on the 

interrelation between bottom-up and top-down operations. Our (both philosophical and 

engineering) hypothesis is that a processing of trust – and therefore the chance to gain 

trust in a trustworthy sense – can be realized in the form of a gamification. Like in 

computer games, the HRI might be learned by employees, professionals or layperson 

while playing some kind of tutorial in which trial and error bottom-up processes are 

initiated in a top-down safely environment. People get time to try out the chances and 

risks of the concrete interaction without a certain pressure, like economic success or 

efficiency in terms of working hours. Like children playing in the sandbox, here the 

way is seen as the goal. 

Sixth, from a philosophical point of view, the processing of trust is linked to 

certain characteristics of human life. Representative for many, we shortly discuss three 

issues: finitude, vulnerability and Annoying Valley Effects. The last one – Annoying 

Valley Effects – is an homage to Mori´s Uncanny Valley [21] which we introduce as an 

advanced concept in order to describe the significance of trust.  

Figure 1. shows a visual model of how we understand the framework as feedback 

loop. Processes of trust are explicated in descriptive operations – from a 

transdisciplinary point of view this might be a possible link to psychology or social 

sciences. Once the values of factual trust are explicated they turn into objects of 

trustworthiness – critically and rationally reflected within normative ethics. The results 

of these reflections lead to concrete normative requirements (like sustainability, 

respecting privacy etc.) that are translated into technical standards and technical (!) 

norms of robotic safety systems. These standards set top-down conditions for the 

performance (playing within the gamification of trust). The process of gamification as 

such is not a static list of top-down rules (not like Asimov´s robot laws), but an 

existential social performance traversed by contingent bottom-up activities. Ethics here 

is methodically understood as applied transdisciplinary pragmatism, since the 

contingent process of gamification requires solutions in a short period of time when 

unexpected practical conflicts arise. It´s an ethics for risky situations of uncertainty. Of 

course, processes of trust can fail and with this also certain types of HRI or social 

implementation of HRI. Consequently, the ethics of HRI, as conceptualized in our 

model, is strongly influenced by applied ethics since the 1970s and is insofar also 
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methodically in line with the current AI HLEG Ethics Guidelines – for instance [22] 

[23]. 

 

Figure 1. A conceptual framework for the gamification of trust. 

In the second section we shortly summarize a philosophical foundation of the 

gamification of trust in HRI with respect to a Wittgensteinian approach. Finitude, 

vulnerability and Annoying Valley Effects are discussed as some existential 

characteristics of processes of trust. Section three contains the engineering perspective 

combining a preliminary sketch of a possible case study with a scenario analysis of 

how credibility and gamifying trust may be applied. We close our paper with a 

tentative outlook including some open questions and ideas for future research.  

[2] Technology Games and Annoying Valley Effects – The Philosophical 

Perspective 

In order to better understand the processing of trust – and therefore also the 

gamification of trust – we shortly summarize some basic insights of a Wittgensteinian 

philosophy of technology [24] [25]. Wittgenstein contributed to the philosophy of 

language by putting the focus on language practice and ordinary life since his 1930s 

works – in contrast to the previous theoretical, abstract and formal-logical turn in the 

Tractatus. Language games and forms of life are two significant concepts of this later 

period, where language is seen as something like playing with meaning in very specific 

social situations. Thereby words relate to also technologically shaped forms of life. 

Technique in the sense of embodied skills receives a transcendental status in 

Wittgenstein’s approach. Going beyond a Kantian understanding the author shows for 

instance in his Philosophical Investigations how socially shared practice and the 

repetition of successful actions in a very pragmatic sense serves as non-propositional 



truth criterion [24] [25]. Playing with language is a skillful process just like playing 

with technologies in order to master the world. There is a close relation between 

language games and technology games [26]. Wittgenstein´s language critique leads to 

the analysis of practice as a form of transcendental grammar – which is about 

philosophical sense, not about linguistic formal rules of how to create a correct 

sentence.  

In an existential manner several characteristics like finitude and vulnerability 

existentially traverse transcendental grammars of human actions [27] [28]. Here we 

want to insist that the gamification as a processing of trust needs to pay attention to the 

many asymmetries in HRI [10]. For instance, a robotic body made of copper and iron is 

stronger and more stable than a human body of organic material. But language practice 

also receives elements of finitude and vulnerability. The ways we communicate are 

limited, forced to come to an end, and constantly endangered by misunderstandings, 

deceptions, illusions or manipulations. Humans exist in a fragile and logically non-

perfect way. It´s very important to pay attention to these asymmetries in order ensure 

humanity in HRI. From a psychological point of view Mori [21] analyzed in 1970 the 

famous Uncanny Valley. In a process-related analogy we want to put the focus on what 

we call Annoying Valley Effect. This is an existential feature of interactive processes in 

which the gaining of trust can be seen as a benefit of challenging errors and disturbance 

of the interactions. In contrast to an accident the postulated Annoying Valley Effect 

relates a temporal frustration that is significant for a real processing of trust bottom-up 

– which is not overwhelmed by a top-down dictation. In other words: without 

temporary frustration (literally falling the Annoying Valley) there would be no gaining 

of trust. 

[3] Trust and Credibility – The Engineering Perspective 

The project “CredRoS – Credible and Safe Robot Systems” at the Institute for Robotics 

and Mechatronics of JOANNEUM Research aims at developing technological building 

blocks for robots that can gain the trust of their users. This includes researching 

fundamental techniques for extended robot safety and robot movement mechanics. It 

also includes work towards enabling robot transparency for existing robot applications. 

The following sections present some key aspects that this project currently focuses on. 

A project with strong technical focus but also high non-technical implications and 

aspects such as one in the field of trustworthy technology needs an interdisciplinary 

part to ensure a proper exchange of viewpoints and results with other scientific 

disciplines. This is why CredRoS defines a dedicated work package for exchange and 

interaction with other scientific disciplines such as philosophy. In course of this, we 

have also worked on clarifying the difference between trustworthiness and credibility. 

The key requirements of trust, as defined by EU HLEG, considered in the 

CredRoS trustworthy robot architecture are accuracy, reliability, reproducibility, 

general safety, security, fallback planning, traceability, explainability, and 

communication. Even if an autonomous system incorporates all these key 

requirements, still the key question remains how to come to a sufficient level of trust 

between the workers and the robots around them. A worker must feel safe around the 

robot or rely on the robot to fulfill its task. It is well known that trust cannot be simply 

switched on (or commanded). Trust between humans builds over time by getting to 

know each other. Analogously for humans and robots trust comes with training and 



practice, thus also develops over time [29]. A key question here is how to enable the 

build-up of trust of a worker with her robot co-worker and how technical means can 

support that. The terms “trustworthy” and “credible” in our daily use seem often to be 

interchangeable. Within this project, in some aspects we also use them this way. 

However, we want to make the following distinction between trust and credibility: 

According to the Oxford English Dictionary, “trust” means the “Firm belief in the 

reliability, truth, or ability of someone or something”6 while “credible” is defined as 

“Able to be believed in, justifying confidence”7. The words have similar meanings, 

although we see an important distinction: Trust has a stronger subjective aspect while 

credibility needs some sort of justification or proof. One could paraphrase the 

distinction as “Credibility comes from the head while trust comes from the heart”. In 

the technical context, we want to characterize a credible system in the following 

working definition as “being constructed in accordance to established and accepted 

technical guidelines” while a trustworthy system is “a system users are willing to rely 

on based on their experience with this system” (this belongs to the fourth issue 

mentioned in the introduction, where the philosophical conceptualization is linked to 

the engineering perspective).  

To us, a credible system adheres to guidelines and standards from the technical 

perspective while at the same time being constructed with its effect on its users in 

mind. A trustworthy system may be unprofessionally built (but does not need to be) but 

earns the trust of a user by its predictability. Thus, we expect a credible system to also 

be able to earn the trust of a user. However, we accept that trust itself is a subjective 

feeling that must be earned by a robot as well as other humans (and can thus not be 

built-in into a robot per se). This is why we start from established standards in robot 

safety (where adhering to already provides a good part of credibility but not necessarily 

trustworthiness). Summarizing, we mean “credibility” to be a very technically focused 

term in the context of robotics but need to understand the (interdisciplinary) meaning of 

trust in order to go from currently established technical standards towards building 

flexible robot systems that can subjectively and objectively trusted by its human users 

in future. 

 

Credibility: A Headstart in Trust? 

 

Having discussed credibility as being a “certifiable” kind of trust, we would like to 

examine if a robot is more trustworthy to a human if it can “prove” its trustworthiness. 

In our everyday life, we tend to put trust into standardized processes. As a simple 

example, consider why we trust that food we buy at the supermarket. Besides a simple 

sensory examination, there is not much we can do ourselves to make sure it is edible. 

Still, we hardly think about this issue when we buy it. One reason is the way we rely on 

the standardization in our food chain8. In the same way, workers who interact with an 

industrial robot can rely on the standardized safety certification of the robot workplace 

and can thus start with a higher level of trust towards the system. Judging from that, 
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having built a credible robot based on well-known standards like the ones for robot 

safety, that robot could receive an initial trust bonus in a gamification-enhanced trust-

building process with a user. 

Another interesting aspect here is transitivity or transferability of trust. It has been 

shown that users tend to transfer trust from one technical system to another under 

certain circumstances e.g. when the trusted system links to the new system [31] or if 

the new system is endorsed by a trusted entity [32]. Similar effects can be observed of 

course also in the context of robots – for instance in a teacher-learner constellation 

[33]. What we expect is also a sense of trust in a robot model. So, if a human trusts a 

robot of a certain model (e.g., one Pepper robot), will she also trust another robot of the 

same type? Technically speaking, this trust would not necessarily be justified. A robot 

is a flexible machine that can change its behavior based on the program that it executes. 

This is why a safety certified robot application in industry does not permit any changes 

to the program of the installation without re-certification. 

Thus, the trust in a robot should primarily be focused on the specific program it is 

executing (just like we trust one app on a smartphone more than another) – in other 

words: trust depends on the process of interaction not only on the material surface 

structure. Transferring this to the idea of using dedicated trust-building games, this 

means that the gamification needs to be built into the application we want the user to 

trust. It´s not only about the material design of an artifact but primarily about process 

engineering (Verfahrenstechnik). We argue that having a dedicated – separate – robot 

program to build up trust and then switch to the productive program would not be 

justified. Of course, we are aware that we neither can force a user to trust a robot, nor 

can we force her to distrust a newly loaded program. So, in order to use gamification to 

support trust-building, a concept of integration into the very specific envisaged 

productive program is required. Therefore, we argue that credibility may help by 

providing a certain level of standardization or certification from a trusted authority to 

increase initial trust levels. What we want to investigate are the concrete 

objectifications of social norms that might define a robotic system as “credible” 

(Figure 1.). 

In CredRoS, we have defined a use-case that will be used throughout the project in 

order to study some of the possible objectifications of credibility-implementation into 

robots – as a form of process engineering. Within this work, we also aim to look at 

gamification strategies to support the trust-building processes. Therefore the use-case 

will reflect various types of human-robot collaboration being co-existent (human and 

robot separated by barriers working on their own tasks), cooperative (working on the 

same task but taking turns) or fully collaborative (working on the same task at the same 

time) [34] [35]. The higher the level of collaboration – that’s our hypothesis –, the 

higher the level of trust that needs to be gained within the bottom-up processing of 

gamification. In order to objectify the “level”, we want to experimentally apply several 

credibility-concepts. Methodically we are also aware that a diverse socially embedded 

trust building process can hardly be totally objectified or controlled in a top-down 

manner. We explicitly mention that point here in order to highlight that we 

experimentally follow a tentative approach without falling back into a logical 

contradiction (claiming bottom-embedding but then falling back into a top-down 

technocracy). In everyday language: If a user would constantly peek over her shoulder 

to see if a robot is approaching, this would counteract any gain in productivity and – 

maybe more importantly – be very uncomfortable for the users themselves. By 

following the transdisciplinary approach which has been shortly summarized in the first 



section we try to methodically challenge the demand of setting ethically reflected 

conditions for the – per definition – not standardizable practice.  

 

Scenarios of Gamifying Trust 

 

Each of the three human-robot application categories (coexistence, cooperation, and 

collaboration) [34] [35] is perfectly suited to explore gamification strategies for 

building trust by a variety of mini games.  

In the coexistence game, human players are mainly observers. They watch the 

robots in the production sequence and get explanations along the way in either virtual 

reality or augmented reality with real robots. Knowledge can be tested by quizzes. The 

only physical interaction with robots in this stage is when humans accidentally enter 

working areas or block movement paths, which results in emergency stops. A level of 

the game could be to find out how close you get to a mobile robot before it stops and 

re-plans its path. A player who understands that can try to force the robot to move into 

a certain goal area. 

In the cooperative game, players are part of the production sequence. They have to 

learn their production step and receive or pass products to the robot working on 

adjacent steps. There are defined areas where robot and human tasks overlap, thus are 

hazardous, but players will soon find out that the robot stops or makes evasive 

movements before a collision occurs, which it will of course always do, or to guess 

where the robot is going. 

The last game is about real collaboration. Robot and human work very closely 

together, for instance the robot fetches and presents a part and the human mounts 

another part on top of it. Such a close collaboration requires a tremendous amount of 

trust. To build this trust, players must be motivated to explore the system, to try to 

foresee its actions and also test its limits by acting irrational. They will learn about the 

robot’s role in the use-case, the workspaces, where the robot is able and where it is not 

able to reach, the manipulation abilities of the robots, and the safety measures taken to 

protect humans. 

Sticking to the list of key requirements of trust, they will learn that the robot acts 

accurately, reliably, and reproducibly, that the system is generally safe, which means 

that it will take all measures to prevent harm, and that fallback plans are started if 

necessary, for instance a mobile robot will find a way around a human blocking its 

path. Trust will also be increased by traceability, for instance realized by an action 

replay feature. Finally, communication features will offer explanations on every aspect 

of the robot and its behavior answering every W-question a human might want to raise: 

who are you, where are we, what are you doing, why are you doing this, when and 

what is your next step, and so on. 

[4] Outlook: Gamification of Trust? 

Our hypothesis is that trust in HRI is primarily a contingent bottom-up process, 

depending on social situations of normative practices. It can hardly be controlled top-

down. From an ethical point of view it’s important to highlight the fragility of the 

process itself, the inherent finitude and vulnerability especially of humans but also of 

the whole form of (human-robot-)interaction. Additionally, trust significantly depends 

on Annoying Valley Effects – so to say a challenging of error-moments within the trial 



and error loop. However, we discuss a combination of gamification and credibility in 

order to (experimentally) figure out of how to set at least “objective” conditions for 

influencing the contingent bottom-up processing of trust. Credibility is the application 

of trustworthiness in technical standards and norms. Trustworthiness is the result of 

normative ethical reflection concerning the factual trust that has been empirically 

described in a previous methodical operation. We combine this interrelation between 

descriptive and normative ethics linked to engineering standards within a feedback-

loop model in order to a) illustrate the transdisciplinary approach and b) embed 

gamification into a broader context of trust and trustworthiness (Figure 1.). Our 

hypothesis develops trust as intimately linked to processes of gaming. Trust is the 

result of gamification, so to speak. This hypothesis might stand in contrast to other 

currently discussed approaches, where trust is not seen as the result but as the 

precondition of gaming [36]. This is one of many possible open questions related to 

future research. Shorty summarized, we argue that: 

 

 Gamification of trust in HRI is the processing of trust that is intended to fulfill 

certain aims (means-end-relation). 

 These processes are both culturally and socially embedded and can fail for 

several reasons. 

 Trust is gained – from a pragmatic point of view – by the successful repetition 

of (human) actions. It´s a result of implicit knowledge and trial-and-error 

feedback loops. 

 Robots are “game changers” since they affect social actions not only by being 

a classical (handcraft) “tool”, but interacting with the human users. 

 In order to follow the aim of gaining trust, interactive processes of human-

technology-relations are initiated in a playing-like setting. 

 Gamification in this sense is not supposed to be understood as winning or 

losing situation. Instead it might include moments of benefit with certain 

levels or high scores. It´s about the process as such not about winning against 

a robot or losing against the boss or company. 

 

Follow-up research might take into account: 

 

 This setting should be free of interests and a struggle for economic benefits – 

what stands in contrast to the overarching means-end-interpretation. (How is 

free gaming possible in means-end-oriented techno-economic circumstances?) 

 Three kinds of interaction gaming scenarios can be differentiated: coexistence 

games, cooperative games and collaborative games. The last one stands for a 

high significance of trust and most intimate HRI. It relates at the moment 

primarily to co-bots in industrial environments but bears a high potentiality for 

social applications in societal contexts. 

 From an engineering point of view, gamification is an alternative way of 

getting to “know” each other within cooperative processes. This goes along 

with the user-oriented calibration of robots and profiling of concrete users or 

groups of users. From an ethical point of view, then, privacy and data security 

become important normative requirements. 

 From a philosophical – and maybe idealistic point of view – the idea is to 

humanize HRI by following the Homo ludens concept and Friedrich Schiller’s 

credo: “Der Mensch spielt nur, wo er in voller Bedeutung des Worts Mensch 



ist, und er ist nur da ganz Mensch, wo er spielt.” Playing is seen as the 

fundamental cultural technique of learning skills. The idea of free playing 

might stand in contrast to certain economic interests. (How can pure and free 

playing be performed in an industrial setting?) 

 A certain requirement is risk assessment in order to prevent accidents that go 

beyond an intended trial-and-error feedback loop. It remains an open question 

and motivation for further research to find out where exactly the borderline 

between a productive error and a dangerous accident is situated. 
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